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Agenda

• Classical Approaches & Fourier transform
• Recurrent Neural Networks
• Convolutional Networks for Time Series
• Transformers for Time Series
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• Classification for whole signal or sections
• Anomaly detection
• Forecasting
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Signal Matching - Cross-Correlation

• How similar two signals are given the translation.
• How well signal matches given pattern.

(f  g)(τ) =
 +∞

−∞
f(t)g(t + τ)dt

• Slide a pattern - in this context called window - across signal
and identify spots where the window and signal matches the
best.

• Translation invariance.
• Where are the heart beats in EEG signal?
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Signal Matching - Dynamic Time Warping

• Similarity between signals varying in speed.
• Signals are expected to start at the same time and are

expected to have the same amplitude (values).
• Limited invariance to translation.
• Algorithm tries to match individual samples from both signals

- where in either signal, I have to add/remove/modify samples
to get the complete match?

• The idea is similar as in Levenshtein’s Edit Distance or
Needleman-Wunsch Algorithm for matching sequences.

• Is this signal a heart beat?
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Fourier Transform Reminder

• The math transformation
between time and frequency
domain.

• Approximates a segment of
a time signal with serie of
sine/cosine waves with
defined frequencies and
varying amplitudes.

• Estimated frequency
amplitudes and phase shifts
can be used as latent
representation of the signal.

Matlab Documentation
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https://www.mathworks.com/help/signal/ug/practical-introduction-to-time-frequency-analysis.html
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Fourier Transform Reminder (2)

• PRO: Fast and Efficient algorithms to compute.
• CONS: Time locality vs frequency resolution tradeoff.

Shayan Motamedi-Fakhr et al.: Signal processing techniques applied to human sleep
EEG signals—A review
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https://www.sciencedirect.com/science/article/abs/pii/S174680941300178X
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RNN - Usual Suspects

• Long Short-Term Memory(LSTM)
• Gated Recurrent Units (GRU)

LSTM Cell GRU Cell

Recurrent Neural Networks for Time Series Forecasting: Current status and future
directions
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https://www.sciencedirect.com/science/article/pii/S0169207020300996
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RNN Stacked Architecture

• Feed samples (events) into RNN and get back predictions as
Ŷi. The predictions can be either for every sample or at the
end.
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Sequence to Sequence Approach

• Variation on Sequence to Sequence model known from NLP
field.

• Used for forecasting as well for sample-wise classification.
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Sequence to Sequence model as Feature Extractor

• First train Sequence
to Sequence model to
correctly predict the
future signal.

• The second step is to
take frozen encoder,
get the sequence
embeddings and train
the prediction (fully
connected) network.

• The prediction
network has
additional inputs.

Deep and Confident Prediction for Time Series at Uber
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https://ieeexplore.ieee.org/document/8215650
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Multi-Quantile Recurrent Forecaster - Variation on Sequence to Sequence
Model

A Multi-Horizon Quantile Recurrent Forecaster
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https://arxiv.org/pdf/1711.11053.pdf
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Clockwork RNN

A Clockwork RNN
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http://proceedings.mlr.press/v32/koutnik14.pdf
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Convolution for Time Series

• Convolution as feature extractor in time series.
• Use 1-D convolution for univariate signal.
• Each convolution filter extract particular type of feature.
• The head on top of extractor can perform any task -

classification, regression, anomaly detection or forecasting.
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Simplest Approach using CNN

Zheng, Yi, et al. ”Time series classification using multi-channels deep convolutional
neural networks.” (2014)

Lecture 8 - Time Series Modelling 15 / 34

https://link.springer.com/chapter/10.1007/978-3-319-08010-9_33
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Variable Filter (Hard Attention)

Dynamic Multi-Scale Convolutional Neural Network for Time Series Classification
(2020)
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https://ieeexplore.ieee.org/abstract/document/9115645
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Convolution for Forecasting - Temporal Convolutional Networks

• Temporal Convolutional Networks (TCNs) are a special case
of 1D convolutional neural network tailored to work well with
time series.

• TCNs leverages two principles:
1. Network outputs the sequence of the same length as input.
2. Architecturally, no leakage possible from the future into the

past.
• Ad 1) – TCNs leverage a 1D fully-convolutional network

architecture with each hidden and output layer of the same
length as the input layer and zero padding.

• Ad 2) – TCN uses causal convolutions, convolutions where an
output at time t is convolved only with elements from time t
and earlier in the previous layer.

An Empirical Evaluation of Generic Convolutional and Recurrent Networks for
Sequence Modeling

Lecture 8 - Time Series Modelling 17 / 34

https://arxiv.org/abs/1803.01271
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Temporal Convolutional Networks Illustration

• TCN = 1D FCN + causal convolutions
• Almost reuse 30 years old Time Delay Neural Network

architecture. Only update is to use zero padding to ensure
equal sizes of all layers.

• Note that in order to leverage long history, you need 1) deep
network of many layers or 2) large convolution filters and big
dilation step.
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SCINet - Reimagined Convolution on Time Series

SCINet: Time Series Modeling and Forecasting with Sample Convolution and
Interaction
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https://proceedings.neurips.cc/paper_files/paper/2022/hash/266983d0949aed78a16fa4782237dea7-Abstract-Conference.html
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SCI-Block

• Splits signal into odd/even samples – coarser temporal
resolution but preserve most information of the original
sequence.

• Use separate convolution kernels to extract independently
features form odd/even sub-sequences.

• Combine features of odd/even subsequences:
◮ F s

odd = Fodd


exp φ(Feven)

◮ F s
even = Feven


exp ψ(Fodd)

• The F s
odd and F s

even are then projected into output feature
space as element-wise multiplication of the original half-signal
and projected other half to keep important information in the
picture.
◮ F ′

odd = Fodd + ρF s
even

• This way we increase knowledge horizon of the output half
signal, without loosing information.
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SCINet

• Each level of SCIBlocks shortens the length of the sequence
by half (or increase the reach).

• In this, similar to dilation in TCNs.
• At the end of every SCIBlock the sequence is realigned and

concatenated back into a single sequence.
• One can stack multiple SCINets to achieve better forecasting

accuracy (and capture more complex intra-dependancies) at
cost of more complex architecture, more weights and lengthier
training.
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SCINet - result Improvement
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Transformers

• Transformer is very successful model in NLP - modeling
sequences of words.

• Transformers are also faster to infer and train (in terms of
simpler parallelisation).

• As usual, the attention mechanism is bottleneck in length of
the input serie (limiting the sequence length) – O(N2).

• You can use vanilla transformers with some success.
• Typical modifications turn around position encoding

◮ Index-Based Positional Encoding
◮ Learnable Positional Encoding
◮ Timestamp Encoding

Transformers in Time Series: A Survey
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https://arxiv.org/pdf/2202.07125.pdf
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Efficient Transformers

• Many efficient Transformers were proposed in NLP as well as
in signal processing to to reduce the quadratic complexity of
length of the serie.

• Two main approaches
1. explicitly introduce a sparsity bias into the attention

mechanism – LogTrans, Pyraformer
2. explore the low-rank property of the self-attention matrix –

Informer, FEDformer
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Pyraformer - Pyramid Attention

• Attention based on C-ary trees – attention starts at individual
samples. Instead going each-with-each sample, looks at
gradually prolonging windows.

• Model developes intra-scale and inter-scale attentions to
better capture short and long dependencies in the signal.

Pyraformer: Low-Complexity Pyramidal Attention for Long-Range Series Modeling
and Forecasting

Lecture 8 - Time Series Modelling 25 / 34

https://openreview.net/pdf?id=0EXmFzUn5I
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TranAD - Advesarial Tranformer for Anomaly Detection

• Two phase inference - with two encoders and decoders.
• Phase 1 - propagate full sequence C and window W and to

get reconstructions O1 and O2 and Focus Score.
• The second pass outputs the final focused reconstruction Ô2.
• Aiming to identify spots where the expected (reconstructed)

signal differs from observed.

TranAD: Deep Transformer Networks for Anomaly Detection in Multivariate Time
Series Data
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https://www.vldb.org/pvldb/vol15/p1201-tuli.pdf
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TranAD - Advesarial Tranformer for Anomaly Detection

• The focus score generated in the first phase indicates the
discrepancy between the reconstructed output and input –
modify the attention weights for the second pass.

• The second pass helps to:
1. emphasise differences between reconstructed and original

signal,
2. prevents false positives by capturing short-term temporal

trends
3. help generalizability and robustness of the adversarial style

training
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TranAD - Training

• Training is two phase:
1. In the first phase, both O1 and O2 simply learns to predict

(reconstruct) the signal.
2. The second phase represent the adversarial loss - trying to

distinguish between original W and candidate reconstruction
Ô2.

• The first decoder aims to fool the second decoder by aiming
to create a degenerate focus score (a zero vector) by perfectly
reconstructing the input — O1 = W .

• This pushes the decoder 2, in this phase, to generate the same
output as O2 which it aims to match the input in phase 1.

L1 = O1 − W2

L2 = O2 − W2

min
D1

max
D2

Ô2 − W2
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TARNet

• Build a transformer to encode the time signal.
• Encoding is passed to head to calculate the desired output.
• The training aims at two tasks - the task and reconstruction.

◮ Pass the original signal through transformer encoder and head
to obtain the prediction.

◮ Mask randomly remove samples (zeros them out) and uses the
same transformer encoder and independent head to
reconstruct the signal.

• Idea is that learning dependancies and correlation in the signal
will help perform the main task better.

Ranak Roy Chowdhury et al. 2022. TARNet: Task-Aware Reconstruction for
Time-Series Transformer
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https://dl.acm.org/doi/abs/10.1145/3534678.3539329
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TARNet
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TARNet

• By changing the FC Layer at the end of End Task, model can
perform any task - classification, regression, prediction,
anomaly detection.

• The masking is not performed at random.
• Uses attention from the transformer to identify samples

deemed to be important for the end task.
• Create aggregated attention mask (by combining all attention

masks from the transformer) and then a random subset of
samples with highest attention.
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Are Transformers Effective for Time Series Forecasting?
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https://arxiv.org/pdf/2205.13504.pdf

